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News

    	April 2022: Our paper A Model Selection Approach for Corruption Robust Reinforcement Learning won the best paper award at ALT 2022.
	October 2019: I am excited to join Google Research as a Research Scientist!
	September 2019: After 5 fabulous years in the machine learning department at CMU, I successfully defended my PhD at CMU.
	Summer 2018: I am interning at Google Cloud AI Research, working with Lihong Li and Wei Wei.
	December 2017: I was excited to present our work on uniform PAC, a new learning framework that combines the advantages of the existing PAC and regret frameworks, as a spotlight and poster at NeurIPS.
I also got a best reviewer award at NeurIPS17.
	September 2017: Together with my teammates Mariya Toneva, Feier Li and Daniel Dong, I participated in the Citadel Datathon at CMU winning a runner-up cash prize of $2500.
	September 2017: I interned this summer at Microsoft Research New York working with Nan Jian, Akshay Krishnamurthy, Alekh Agarwal, John Langford and Robert Shapire.
	September 2016: I worked this summer with Sebastian Nowozin and Katja Hofmann at Microsoft Resarch Cambridge, UK, on quantifying and estimating the amount of information reinforcement learning agents use from previous observations when they take action in non-Markovian environments.
	November 2015: I received the Datenlotsenpreis 2015 for my master's thesis, an award for outstanding bachelor's and master's theses at TU Darmstadt in the area of Mathematics, Computer Science and Engineering (some info in German here and here)
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  	Some conferences and journals (for example AAAI and JMLR) want
    to have clean single-file tex-sources of your papers. A small
    script of mine, texclean.py can
    automatically clean-up and merge your tex-sources.




